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ABSTRACT GP catalyzes the phosphorylation
of glycogen to Glc-1-P. Because of its fundamental
role in the metabolism of glycogen, GP has been the
target for a systematic structure-assisted design of
inhibitory compounds, which could be of value in
the therapeutic treatment of type 2 diabetes melli-
tus. The most potent catalytic-site inhibitor of GP
identified to date is spirohydantoin of glucopyr-
anose (hydan). In this work, we employ MD free
energy simulations to calculate the relative binding
affinities for GP of hydan and two spirohydantoin
analogues, methyl-hydan and n-hydan, in which a
hydrogen atom is replaced by a methyl- or amino
group, respectively. The results are compared with
the experimental relative affinities of these ligands,
estimated by kinetic measurements of the ligand
inhibition constants. The calculated binding affin-
ity for methyl-hydan (relative to hydan) is 3.75 � 1.4
kcal/mol, in excellent agreement with the experimen-
tal value (3.6 � 0.2 kcal/mol). For n-hydan, the
calculated value is 1.0 � 1.1 kcal/mol, somewhat
smaller than the experimental result (2.3 � 0.1 kcal/
mol). A free energy decomposition analysis shows
that hydan makes optimum interactions with pro-
tein residues and specific water molecules in the
catalytic site. In the other two ligands, structural
perturbations of the active site by the additional
methyl- or amino group reduce the corresponding
binding affinities. The computed binding free ener-
gies are sensitive to the preference of a specific
water molecule for two well-defined positions in the
catalytic site. The behavior of this water is analyzed
in detail, and the free energy profile for the translo-
cation of the water between the two positions is
evaluated. The results provide insights into the role
of water molecules in modulating ligand binding
affinities. A comparison of the interactions between
a set of ligands and their surrounding groups in
X-ray structures is often used in the interpretation
of binding free energy differences and in guiding
the design of new ligands. For the systems in this
work, such an approach fails to estimate the order of

relative binding strengths, in contrast to the rigorous
free energy treatment. Proteins 2005;61:984–998.
© 2005 Wiley-Liss, Inc.
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INTRODUCTION

GP catalyzes the degradative phosphorylation of glyco-
gen to Glc-1-P, which is used in muscle tissue to provide
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the energy needed to sustain muscle contraction; in the
liver, Glc-1-P is converted to glucose and provides energy
for other tissues.1 Glucose acts as a regulator of glycogen
metabolism in the liver in two ways. First, it binds weakly
to the catalytic site of GP (with an inhibition constant of
1.7 and 7.4 mM for �- and �-D-glucose, respectively2), and
stabilizes the T state (the less active state) of the enzyme.
In addition, glucose binds to a phosphorylated form of the
enzyme (GPa), which normally exists in the active (R)
state. Glucose binding induces a conformational transition
of GPa from the R state to the inactive T state, which in
turn is dephosphorylated to produce the GPb form. The
reaction of dephosphorylation that inactivates the enzyme
is catalyzed by PP1, an enzyme that is regulated in
response to insulin. The conversion of GPa to GPb relieves
the allosteric inhibition that GPa exerts on the glycogen-
associated PP1, which converts glycogen synthase D to the
I form, thus allowing the phosphatase to stimulate the
synthesis of glycogen (see Oikonomakos1 and references
therein).

Thus, design of glucose-based inhibitors of GPb could
help shift the balance from glycogen degradation to glyco-
gen synthesis, and lead to compounds that suppress the
level of glucose in the blood. This would be of therapeutic
value for the treatment of the non-insulin-dependent form
of diabetes mellitus.

Systematic work involving structure-assisted design,
synthesis, kinetic characterization, and X-ray structure
determination has led to a database of over 80 well-
characterized glucose-analogue catalytic site inhibitors of
GPb,1,3–10 as well as inhibitors that bind to other regula-
tory sites11–15 (for a comprehensive review of the efforts to
design inhibitory compounds of GP, see Oikonomakos1 and
references therein). Common kinetic and structural fea-
tures of these compounds are the strong selectivity for
GPb, the stabilization of the T-state enzyme upon binding,
and competitive inhibition with respect to the substrate
Glc-1-P.4

One of the most potent catalytic-site inhibitors of GPb is
the spirohydantoin of glucopyranose (hydan), with a Ki

value that is approximately 550 times lower than the
corresponding value for the native ligand �-D-glucose.1,4–5

The chemical structure of this compound is shown in
Figure 1. A high-resolution (1.8 Å) crystal structure of the
GP-hydan complex has been determined by Gregoriou et
al.6 at a temperature of 100 K. Moreover, a number of
spirohydantoin analogues have been synthesized, and
their binding to GP has been studied by kinetic and
crystallographic methods.4,7 The crystallographic struc-
tures of the various complexes have been determined at
room temperature at a resolution of 2.3–2.4 Å.

The spirohydantoin analogue inhibitors bind in approxi-
mately the same position in the GP active site (see
companion article).7 Examination of the structures of the
complexes suggests that the stronger binding of these
inhibitors, compared to glucose, results at least in part
from improved interactions with the protein catalytic site
and particularly with the main-chain oxygen of His377.6,7

A comparison between the water B-factors in the free and

complexed enzyme suggests that the inhibitor binding also
stabilizes the water network in the protein active site.1,6

Furthermore, the rigid stereochemistry of the spirohydan-
toin group implies that the conformational entropy loss
upon binding of hydan (and its analogues) is small, which
contributes to its enhanced affinity relative to other li-
gands.5 However, there are no detailed simulation studies
of these systems at present. To supplement the insights
from these structural studies, we have performed free
energy difference simulations for spyrohydantoin and two
of its analogues. The results are reported in this article.

In past years, several simulation methods have been
developed for the calculation of absolute and relative
binding affinities of ligands to macromolecules.16–33 The
MDFE simulation method is one of these. This method
represents the entire, or part of the biomolecular system
and surrounding solvent in atomic detail,18,22–24 and
provides the most accurate computational method for the
evaluation of relative binding affinities of different ligands
to a protein.16–18 More approximate methods, which are of
primary interest for surveying a large series of possible
ligands, also have been used. They include MDFE simula-
tions with an implicit (generalized Born) representation of
the solvent,28 simulations combined with postprocessing
using the PB22 or MM/PBSA,29–30 and calculations that
utilize empirical, linear response theory–based formu-
las.16,31–33

Fig. 1. Chemical structures of the hydantoin analogues studied in this
work. (A) Hydan. The atomic charges of the five-member spirohydantoin
moiety are indicated in parentheses. (B) N-Hydan (left) and Methyl-Hydan
(right). Only the spirohydantoin moieties are shown, for clarity. The atomic
charges (where different from hydan) are indicated in parentheses.
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In this study we employ MDFE simulations to evaluate
the relative binding free energies of the complexes be-
tween GP and three spirohydantoin compounds; hydan
and the analogues methyl-hydan and n-hydan. The two
analogues differ from hydan in that the hydrogen atom
connected to atom N1 of the planar hydantoin ring (see
Fig. 1) is replaced by a methyl- and amino group, respec-
tively. The structure of the complexes between GP and
these ligands has been determined at room temperature
by X-ray crystallography.7 Kinetic measurements of the
corresponding inhibition constants show that hydan is the
most potent inhibitor, with a Ki of 3.1 �M.5 The methyl-
and n-hydan compounds have Ki values of 1200 �M and
146 �M,7 yielding respective binding affinities relative to
hydan of 3.6 kcal/mol and 2.3 kcal/mol for the two com-
pounds. The calculated binding affinity of methyl-hydan
(relative to hydan) is 3.75(�1.4) kcal/mol, in very good
agreement with the experimental value. For n-hydan, the
calculated value is 1.0(�1.1) kcal/mol, somewhat smaller
than the experimental result.

A free energy decomposition analysis gives insights
concerning the microscopic origin of the differences in
binding affinities of the three ligands. The best ligand
(hydan) makes optimum interactions with protein resi-
dues and water molecules in the catalytic site. In the other
two ligands, the added methyl or amino group have steric
interactions with the catalytic site that reduce the binding
affinity. Interestingly, the calculations indicate that a
specific water molecule can occupy two well-defined posi-
tions in the catalytic site. The behavior of this water is
analyzed in detail, and the free energy profile for the
translocation of the water between the two positions is
calculated to confirm the analysis.

In the next section we describe the system and present
the methods employed in the simulations and the free
energy computations. The results are given in the follow-
ing section. We describe the dynamical behavior of the
different complexes and present the free energy analysis of
the relative binding affinities of the three ligands. We also
present the free energy component results and the free
energy profile of the special water molecule. The final
section discusses the results and summarizes the conclu-
sions.

METHODS
The Microscopic Model

A stochastic boundary simulation system34 was used for
the protein–ligand complexes. It consists of the catalytic
site region of one monomer of GP, one ligand molecule, and
explicit water molecules. Initial protein heavy atom coordi-
nates were taken from the crystal structure of the protein–
hydan complex, determined at 2.36 Å resolution at a
temperature of 300 K7 (accession code: 1GGN). An approxi-
mately spherical region of radius 20 Å was selected,
centered on atom C1 of the hydan ligand. The model
included 74 water molecules that were visible in the
crystal structure. Initial hydrogen atom coordinates were
placed with the HBUILD facility of CHARMM.35 Addi-
tional water molecules were placed by overlaying a pre-

equilibrated 24 Å sphere, and deleting water that ex-
tended beyond the distance of 20 Å, or overlapped with
heavy atoms of the protein–ligand complex; a distance of
2.8 Å between the O atom of a water molecule and the
protein heavy atoms was used. This overlaying procedure
was repeated two times during the equilibration, yielding
a total of 121 water molecules, in addition to the crystallo-
graphic waters. The additional overlays are needed be-
cause the water tends to shrink due to the electrostriction
arising from interaction with charged residues. The final
protein–hydan complex model consisted of 4418 atoms.

The complexes with the other ligands contained the
same protein atoms and the same number of water mol-
ecules as the hydan complex. The crystallographic struc-
tures of these complexes are nearly identical with that of
the hydan complex.7

The solution system consisted of a ligand immersed in a
20 Å sphere of 1244 explicit water molecules. The ligands
were kept at the center of the solution sphere by applying a
weak harmonic restraint on the C1 atom. This restraint
has a very small effect on the ligand dynamics. Since the
restraint term does not appear in the Hamiltonian deriva-
tive, it does not contribute to the transformation free
energy. Also, the free energy correction for removing the
restraint should be the same at the two end points of the
transformation; hence, it should not contribute at all to the
free energy.

Force Field and Simulation Method

All calculations were performed with the CHARMM
program,36 version c28b1. Atomic charges, van der Waals,
and force field parameters for the protein were taken from
the CHARMM22 all-atom parameter set.37 The water
molecules were represented by a modified TIP3P model.38

The sugar portion of the spirohydantoin ligands was
modeled using the CHARMM22 glucose parameters. To
parameterize the charges of the atoms that form the
spirohydantoin ring of the ligands we employed the MMFF
option of CHARMM.39 The MMFF-derived charges for the
peptide bond–like CO and NH groups of the rings, the NH2

group of the n-hydan, and the CH3 group of the methyl-
hydan were adjusted to values consistent with the ones
used for analogous groups in the CHARMM22 parameter-
ization (respectively: peptide CO/NH group, Asn side-
chain, and sp3 carbons with nonpolar hydrogens37). The
charges used are indicated in Figure 1. The van der Waals
parameters were taken from the CHARMM22 parameters
of analogous atoms.

Electrostatic interactions were treated without trunca-
tion by use of a multipole expansion approximation (ex-
tended electrostatics)40 for groups more than 12 Å apart.
The van der Waals interactions were switched off at
interatom distances beyond 12 Å. A buffer region was
defined at distances between 15 Å from the center of the
sphere and the end of the system (20 Å). The protein and
water atoms in the buffer region obeyed Langevin dynam-
ics, and were subjected to random and frictional forces that
correspond to a thermal bath at 293 K.41 Protein heavy
atoms in the buffer region were restrained to their equilib-
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rium crystallographic positions by mild harmonic re-
straints. The strength of the restraining potentials was
adjusted to reproduce atomic fluctuations, consistent with
the crystallographic B-factors. The water was subjected to
a stochastic boundary potential.34 The lengths of bonds
containing hydrogens and the internal geometry of the
water molecules was constrained with the SHAKE algo-
rithm,42 as implemented in CHARMM.

Thermodynamic Cycle and Mutation Protocol

The spirohydantoin ligands considered in this work
differ by a single chemical group (see Fig. 1).

To evaluate the relative binding affinity of two ligands,
we simulate the alchemical transformation of one ligand
into the other, both in the protein complex and in its
unbound, solvated state. Each transformation is associ-
ated with a free energy difference, which is computed by
using the MD trajectory and a statistical mechanical
formula involving averages over the trajectory. The rela-
tive binding affinity is equal to the difference in the two
free energies. This calculation is explained with the help of
the thermodynamic cycle, presented in Figure 2; see the
caption for an explanation.

To simulate the transformation of one ligand to the
other, we use the “dual topology” scheme, in which a part of
the ligand containing the changing groups is dupli-
cated.25,43 Each hybrid ligand contained a single copy of
the sugar moiety, and two separate copies of the planar,
five-member spirohydantoin ring, linked to each other on
atom C1 (see Fig. 1). Each copy consisted of atoms C7, O7,
N1, C8, O8, N2, HN2, and either the initial- or the
final-state chemical group, attached to atom N1.

In each free energy simulation the total system was
subdivided into three “blocks” (B. Tidor, unpublished
data). The first block [block 1 in Eq. (1)] contains the part
of the system (water, protein, and the invariant portion of
the hybrid ligand) that do not change in the mutation. The
other two blocks (2 and 3) contain, respectively, the two
copies with the initial and final state chemical groups. The
function describing intra- and interatomic interaction
energies was of the form

H��� � He � Hb � H11
nb � �1 � ��H12

nb

� �1 � ��H22
nb � �H13

nb � �H33
nb. (1)

In Eq. (1) we denote by Hxy
nb the nonbonded (dispersion and

electrostatic) interaction terms between blocks x and y.
These terms were scaled linearly by a parameter �. By
varying � from 0 to 1, the potential energy function
changes from the functional form that corresponds to the
initial state to the one of the final state. The term He

includes the stochastic boundary potential used to retain
the water in the simulation sphere, and harmonic-
restraint potential terms.44 The term Hb includes all
bonded energy terms of the force field (bond stretching,
angle bending, torsional and improper-dihedral terms) for
the protein and ligand; they are not scaled in the alchemi-
cal transformation of the ligand.43

The two end states correspond to fictitious molecules in
which the atoms of blocks 2 and 3 coexist, but only the
nonbonded interactions between block 3 and 1 (initial
state), or block 2 and 1 (final state) are switched off. Thus,
in the initial (final) state, the atoms of block 3 (block 2)
constitute ideal-gas moieties; the atoms within each moi-
ety interact with each other and with the glucose ring
(block 1) with bonded-energy terms. Due to the very small
flexibility of the spirohydantoin fused-ring structure, the
motion of each ideal-gas moiety is very limited, both in the
protein complex and in solution. Thus, end point correc-
tions associated with turning off the bonded-energy terms
of atoms in blocks 2 and 3 are expected to approximately
cancel in the double free energy difference between protein
and solution, including contributions from dihedral angle
terms between atoms in block 1 and atoms in the two
ideal-gas moieties. For a detailed discussion of these end
point corrections, we refer the readers to Boresch and
Karplus45,46 (i.e., see pages 107 and 115,45 and pages 130
and 13546).

Two alchemical transformations were studied. In the
transformation H 3 M, a dual topology ligand with one
hydan and one methyl-hydan moiety was employed; the
states with a fully grown hydan (methyl-hydan) moiety are
denoted, respectively, by H and M. In the second transfor-
mation (H 3 N), the ligand had one hydan and one
n-hydan moiety.

To test the convergence of the free energy calculations,
the mutation H3 N was also carried out along a two-step
pathway. In the first step, the charges of atoms N1, HN1,
C8, and O8 in the spirohydantoin ring of the hydan ligand
were switched off, yielding an intermediate, single-
topology ligand that is denoted by H� below. In the second
step, the H� 3 N transformation was carried out with a
dual-topology ligand containing the H� and N moiety.

Free Energy Calculations

The free energy change 	
 was calculated by the
thermodynamic integration formula25

	A � �
0

1

d���	H
�� �� � �

i
��i1 � �i���	H

�� ��i

. (2)

Fig. 2. Thermodynamic cycle for the relative-binding calculations in
this work (see Methods section). Each transformation [e.g., H 3 M
between dual-topology ligands containing a fully grown hydan moiety (H
end) and a fully grown methyl-hydan moiety (M end)] is carried out in the
protein complex (4) and in a solution sphere (3). Experiments measure
the free energies of binding [processes (1) and (2)]. Because the free
energy is a state function, the experimental relative free energy of binding
	A1 � 	A2 � 	A4 � 	A3. Thus, the double free energy difference
		A43 � 	A4 � 	A3 (obtained from the simulations) yields the relative
free energy of binding (	A12) of the M versus the H ligand to the protein.
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Simulations were conducted at � values of 0.002, 0.01,
0.02, 0.06, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 0.94, 0.98,
0.99, and 0.998. For each value of � we performed an
equilibration, followed by a data collection run. For vari-
ous windows, the equilibration was 20–100 ps and the
production 60–400 ps. The typical length of a complete
free energy run was 800–1600 ps.

The free energy change was calculated by use of Eq.
(2). In the region 0.06 – 0.94, a trapezoeidal method was
used. The end points �3 0, 1 correspond to the creation
or elimination of a group of atoms. When the appearing
(or disappearing) potential of the particle has a Lennard–
Jones repulsive functional form �r�12 and is varied in a
linear manner, as in this work, the free energy deriva-
tive diverges with a power law dependence ��0.75.47,48

This is observed here in some end points; it is most
apparent in the cases where the created group is ex-
posed to the environment. For example, in the H 3 M
transformation, the derivative is several hundred kcal/
mol at the � � 0.002 point (appearing methyl group), but
only a few kcal/mol at the final � � 0.998 point, where
the disappearing H atom is shielded by the existing,
almost fully grown methyl group. In the diverging end
points the derivatives are fitted to a power law of the
form ��0.75; the corresponding free energy change is
obtained by the integral of the derivative. To obtain an
accurate dependence of the free energy derivative on �
at the diverging end points, we perform simulations at
several points with � values close to 0 (or 1), as
explained above; see also the Results section.

The free energy transformations H 3 H� corresponded
to switching off (direction H 3 H�), or on (direction H� 3
H) the partial charges of atoms N1, HN1, C8, and O8 in the
hydan ligand. During the course of this transformation,
the charges were scaled linearly by a coefficient � with
values � � 0.05, 0.10, … , 0.90, 0.95.

Free Energy and Energy Component Analysis

The free energies obtained by the thermodynamic inte-
gration method [Eq. (2)] were decomposed into contribu-
tions from different interaction energy terms (i.e., electro-
static and van der Waals) and individual residues and
water molecules. This decomposition was achieved by
expressing the variable part of the potential energy func-
tion 	H as a sum of underlying energy components. The
integral becomes a sum of terms, each containing a specific
energy component.26,27,49

It is also possible to identify, in part, the contribution of
different components to the energy change in transforming
one ligand to another. We write the total energy change in
the transformation as

	E � �H0 � 	H�1 � �H0�0 � �
res

�	Hres�1 � ��H0�1 � �H0�0�

� �
res

	Eres � ��H0�1 � �H0�0�. (3)

In the above equation, H0 and H0  	H are, respectively,
the total energy functions of the initial (0) and final (1)

states, and �…�0(1) denote expectation averages evaluated
over the initial(final) state. The first term on the right-
hand side of the last equality is a sum over the direct
contributions to the total energy change from different
residues, 	Eres � �	Hres�1. In addition to its explicit
appearance in the terms 	Eres, each residue also contrib-
utes indirectly to the mean energy � H0�1 � � H0�0 through
the Boltzmann factor that affects all expectation values.

For Eq. (3) to be useful, it is best to choose the end point
“1,” where the terms 	Eres are evaluated, so that diver-
gences are avoided (e.g., the complex between GP and the
M or N ligands, where the system is equilibrated in the
presence of an additional, fully grown methyl- or amino
group). Moreover, with this selection, the terms 	Eres

express the contribution to the total energy change from
the interaction between specific residues and the inserted
groups.

Free Energy Profile of Water X4

The computed binding free energies are sensitive to the
preference of a specific water molecule to occupy two
well-defined positions in the catalytic site. Following the
nomenclature of Gregoriou et al.,6 this water is denoted as
X4 in what follows. In the first position (“position 1”), it
forms a hydrogen bond with Asp283; in the second position
(“position 2”), it interacts with Glu88. In the simulations of
the hydan complex, position 1 is thermodynamically domi-
nant, whereas in the other two complexes, X4 is observed
most of the time at position 2. In the free energy transfor-
mation runs H3M and H3N, X4 switches from position
1 (H end) to 2 (M or N end). In the crystallographic
structures, water molecules are also observed in both
positions, depending on the experimental temperature
and the complex (see the Results section).

The proximity of X4 to residues Asp283 and Glu88 can
be adjusted by restraining the distances rOw

C� and rOw
C�,

between the oxygen atom Ow of X4 and the atoms C�

(Asp283) and C� (Glu88), respectively. In position 1(2), the
distances rOw

C� and rOw
C� have mean values of � 3.75 Å

(5.0 Å) and 4.6 Å (3.48 Å) respectively, observed in the
simulations of the hydan complex. To calculate the free
energy profile of the X4 motion between the two positions,
we performed 30 simulations in which the two distances
were varied in a concerted manner along a path linking the
two positions, with reference distances changing from
3.67–5.08 Å (rOwC�

) and 4.68–3.4 Å (rOwC�
). Between neigh-

boring windows, the reference distances differed by 0.04–
0.05 Å. The employed restraints corresponded to a har-
monic potential with a force constant set to 200 kcal/mol;
with this force constant, the simulations yield mean-
square fluctuations of the restrained distances on the
order of � 0.07 Å. Thus, there was sufficient overlap of
water positions between successive windows to obtain a
meaningful potential of mean force. For each restrained
distance we performed 10 ps of equilibration and 40 ps of
production dynamics; the full profile corresponded to a 1.5
ns simulation.

At position i, the restraining potential had the form
Vres�r�1,r�2;d1�i�,d2�i�� � k��r�i� � d1�i��2 � k��r�2� � d2�i��2
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where r�1 and r�2 were the instantaneous distance vectors
r�OWC�

and r�OWC�
, and [d1(i), d2(i)] was the pair of reference

distances employed at simulation i. At each window i, the
biased probability �b��r�1�,�r�2�;i� was calculated directly from
the simulation, as a function of the distances �r�1� and �r�2�;
the total unbiased profile ���r�1�,�r�2�� was obtained after
merging the biased profiles of all windows and removing
the effect of distance-restraints by the WHAM method,50

as implemented in the CHARMM program.51 The free
energy is linked to the unbiased probability by the expres-
sion F��r�1�,�r�2�� � � kBT ln���r�1�,�r�2��. Using the values
��r�1�,�r�2�� � �d1�i�,d2�i�� in the free energy expression, we
obtain the free energy profiles shown in the Results
section.

RESULTS
End State Simulations

The dynamical behavior of the bound ligands, the pro-
tein residues, and the water in the catalytic site were
studied by MD simulations of all complexes. For each
complex, a 2-ns simulation, as well as several shorter
simulations (several hundred picoseconds each) with differ-
ent initial conditions were conducted, and the resulting
interactions were compared with those of the native
ligand.

The biological ligand (glucose) binds at the catalytic site
of GP. Glucose is well solvated in water, forming hydrogen-
bonding interactions with water molecules through its
peripheral hydroxyl groups; in the catalytic site, these
hydroxyl groups are hydrogen-bonded to protein resi-
dues.2,52 There is only one charged group (Glu672) in-
volved in polar contacts, and no aromatic/glucopyranose
interactions, such as the ones that characterize the high-
affinity periplasmic monosaccharide binding proteins.
These aspects of the binding interactions explain the 104

lower affinity of �-D-glucose for GP (Ki � 1.7 mM), relative
to that of the high-affinity periplasmic monosaccharide
binding proteins.3,52

Interactions of the ligand sugar moiety

The sugar moieties of the different ligands bind approxi-
mately in the same position and orientation as glucose in
the GP: glucose complex.7 A typical MD geometry of the
GP:hydan catalytic site depicting the ligand sugar moiety
and the surrounding protein residues and water molecules
is shown in Figure 3(A). Very similar interactions are
observed in all ligand complexes. The hydroxyl group
2-OH forms stable hydrogen bonds with the side-chain of
Asn284, and with a water molecule [X2 in Fig. 3(A)]. The
hydroxyl group 3-OH forms stable hydrogen bonds with
residues Glu672 and Ser674, and interacts with the main-
chain amide group of Gly675. The 4-OH group interacts
with Gly675 and forms a stable hydrogen bond with a
water molecule [X3 in Fig. 3(A)]. The hydroxyl group 6-OH
forms a stable hydrogen bond with His 377, and a weaker
interaction with the Asn484 side-chain. All these hydrogen
bonds are also observed in the crystal structures of the GP
complexes with the hydantoin ligands and glucose.

Interactions of the spirohydantoin moieties

The hydantoin rings of the various ligands have addi-
tional interactions with amino acids and water molecules.
These interactions may be partly responsible for the
enhanced GP binding and inhibition strength of the hydan-
toins, as compared with glucose; we discuss this further
below. The rings are observed in very similar positions and
orientations, both in the crystallographic structures and in
the simulations of the different complexes. However, due
to the chemical differences between the ligands, the rings
form somewhat different interactions with the surround-
ing protein and water, as discussed below.

A typical structure of the hydantoin moiety and the
surrounding protein residues and water molecules in the
GP:hydan complex is shown in Figure 3(B). Typical struc-
tures of the hydantoin moieties in the GP:methyl- and
GP:n-hydan complexes are shown in Figure 4.

As in the crystal structures,5–7 all ligands form an
interaction via their N2 atom with the main-chain car-
bonyl oxygen of His377. This interaction does not exist in
the complex between GP and glucose, and may contribute
to the enhanced potency of hydan compared to glucose. In
the simulations of all complexes, the N2–His377 interac-
tion is stable, with an average length of �3 Å. An exception
is the 2-ns GP:hydan simulation, where the interaction is
observed in the first 700 ps; in this segment, the average
distance N2–His377 O is �3.5 Å (i.e., the interaction is
somewhat weaker). After 700 ps, and for the remainder of
the simulation, the main-chain CO group of His377 rotates
and interacts with the His459 NE2 atom and water
molecule. Presumably, the duration of the simulation is
not sufficient for the sampling of the possible CO orienta-
tions with the correct probability. As we show below,
His377 provides a very small contribution to the computed
free energy changes; thus, insufficient sampling of the
His377 CO orientations does not affect significantly the
accuracy of the free energy results.

Oxygen O7 makes a stable, water-mediated interaction
with the carboxyl side-chain of Asp283, and a weak, direct
or water-mediated interaction with the amide group of
Gly135. These interactions are observed in the correspond-
ing crystal structures. Oxygen O8 interacts with the
backbone nitrogen of Asn284 and a water molecule in all
simulations. In the 2-ns simulations, a total of 6–8 differ-
ent water molecules are observed to make a hydrogen bond
with O8, one at a time. The longest residence of a water
molecule interacting with O8 is about 700–750 ps, depend-
ing on the complex. In this most stable arrangement, the
water molecule participates in a three-water network that
links atom O8 with the side-chain of Asp339 (GP:hydan),
or Glu385 (GP:n-hydan).

The N1 atom of hydan forms a stable interaction with
the side-chain of Asp283 in the GP:hydan simulations [Fig.
3(B)]. An analogous stable interaction is observed in the
GP:n-hydan complex simulations, between the N3 atom of
the n-hydan ligand and Asp283 [Fig. 4(B)]. In the GP:
methyl-hydan complex, atom N1 is connected to a methyl
group; the carbon atom of this group (C9) is at an average
distance of 3.5 Å from Asp283 O�1 [Fig. 4(A)]. Asp283 also
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forms direct interactions with residues His571 and Asn284,
and water-mediated interactions with hydan atom O7,
Leu136, Asn284, and Glu88.

Water residue X4 is important because it has a signifi-
cant effect on the free energy results, as we show below.
This water does not interact strongly with the ligands, but
is in the vicinity of the mutating group. In the simulations
of the various complexes, it is observed in two different
positions. In the first position (“position 1”), depicted in
Figure 3(B), X4 acts as a hydrogen-bond donor to the
side-chain carboxylate of Asp283, and to another water
molecule [U4 in Fig. 3(B)]. The oxygen of X4 interacts also

with the backbone amide groups of Leu136 and Gly134.
This position is thermodynamically dominant in the GP:
hydan complex (see below). In the second position (“posi-
tion 2”), shown in Figure 4, X4 shifts away from the ligand
by �1.3 Å, breaks its interaction with Asp283, and forms a
new hydrogen bond with the carboxylate of Glu88. In the
simulations of the GP:methyl- and n-hydan complexes, as
well as the M and N sides of the alchemical transforma-
tions, X4 is observed in position 2.

In the shorter (several hundred picoseconds) runs of the
GP:hydan complex, X4 is observed most of the time (except
for a few �1 ps time intervals) in position 1 [Fig. 3(B)]. In

Fig. 3. Typical structures of the hydan-complex catalytic site, observed in the MD simulations. (A) Top
panel. Protein and water configuration around the sugar moiety of hydan. (B) Middle panel. Protein and water
configuration around the spirohydantoin moiety. In the structure shown, X4 is near D283 and interacts with
D283, U4, G135, and L136. This is referred to as “position 1” in the text. The sugar moiety has been omitted for
clarity. (C) Bottom panel. Protein and water configuration around the spirohydantoin moiety, observed in the
later stages of a 2-ns GP:hydan complex simulation. Compared to the structure shown in Figure 1(B), X4 has
moved by �1.3 Å away from D283 and forms a hydrogen bond with E88. This is referred to as “position 2” in the
text. The sugar moiety has been omitted for clarity, as in (B).
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the 2-ns simulation, X4 is in position 1 for the initial 900
ps. At that point, it moves into position 2. Immediately
thereafter, position 1 is filled by U4, and a third water
molecule (X7) moves into the location typically occupied by
U4. This arrangement, with both positions 1 and 2 filled by
water, is shown in Figure 3(C); it is stable for the remain-
der of the simulation. A high-resolution crystal structure
of the GP:hydan complex was determined at 100 K by
Gregoriou et al.6 In this structure, an analogous arrange-
ment is observed experimentally [cf. Fig. 3(C) of our
current work and Fig. 6(B) of Gregoriou et al.6).

Free Energy Simulations

We describe and analyze the results of the free energy
transformations in what follows. The computed free en-
ergy changes are summarized in Table I.

H3M

To calculate the relative binding affinity of methyl-
hydan with respect to hydan, we performed three transfor-
mations linking the states H and M in the protein complex,
and two transformations in solution. Two of the protein
free energy perturbation runs (denoted as “run 1” and “run
2” in Table I) were performed in the direction H3M, and
the third (“run 3”) in the opposite direction. The beginning
structures for the “forward” runs 1 and 2 corresponded to
end-structures of independent several hundred picosecond
MD simulations of the hydan complex. The beginning
structure of run 3 was taken at the end of a several

hundred picosecond MD simulation of the methyl-hydan
complex.

The results listed in Table I show that the mutation H3
M is unfavorable, both in the protein environment and in
solution. In the protein, it is associated with a free energy
of 8.6 � 1.4 kcal/mol. In solution, the corresponding free
energy change is 4.85 � 0.05 kcal/mol, yielding a double
free energy difference of 3.75 � 1.4 kcal/mol. This com-
pares very well with the difference of 3.6 kcal/mol, esti-
mated from the experimental Ki values of the two ligands.

To gain insight into the interactions that contribute to
the calculated free energies we examine the van der Waals
and electrostatic free energy components. As shown in
Table I, both components destabilize methyl-hydan rela-
tive to hydan in the protein complex and in solution. The
van der Waals term is dominant, providing �80% of the
total free energy value. In the protein complex, the large
van der Waals value arises from strong steric interactions
of the introduced methyl group with a nearby protein
residue (Asp283) and a specific water molecule (X4; see
below and Table II).

Water X4 merits special consideration. In all free
energy transformations H3 M, it is at position 1 at the
H end and interacts with Asp283 [Fig. 3(B)]; at the M
end, it is at position 2, interacting with E88 [Fig. 4(A)].
The � values at which X4 switches position differ among
runs, contributing to the spread of the obtained free
energy values in the protein complex (�1.4 kcal/mol).
The average of the three runs (8.6 kcal/mol) corresponds

Fig. 4. Typical structures of the methyl- and n-hydan complex catalytic sites, showing the ligand
spirohydantoin moiety and its interactions with surrounding protein residues and water molecules. (A) Top
panel. GP:methyl-hydan complex; (B) Bottom panel. GP:n-hydan complex. The sugar moiety of the ligands
has been omitted for clarity.
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to the free energy of the mutation H 3 M, with X4
switching between positions.

In the first window (� � 0.002) of run 2 (direction H 3
M), X4 is observed in both positions, with occupancies
lasting for several hundred picoseconds. In all other win-
dows of the same run, X4 occupies position 2. By combining
the portion of the first window, where X4 is in position 1,
with the other windows of the run, we obtain an estimate
for the free energy change in the mutation H3M, with X4
switching between its two positions (as in runs 1 and 3).
The result is included as run 2 in Table I. Alternatively, if
we combine the portion of the first window, where X4 is at
position 2, with the other windows of this run, we obtain
an estimate for the free energy change, subject to the
restriction that X4 is near Glu88 (at position 2) throughout
the transformation. This result has been included in Table
I as run 2�. We note that the difference between the result
of run 2� (5.6 kcal/mol) and the average of runs 1–3 (8.6

kcal/mol) is significant (3.0 kcal/mol). This difference corre-
sponds to the free energy penalty associated with moving a
water molecule from position 1 to position 2 in the GP:
hydan complex. To obtain an independent estimate of the
relative stability of the two X4 positions, we also evaluated
the free energy profile for the translocation of X4 from
position 1 to position 2 (see below).

The steric interference with the methyl group of the
ligand is very significant in the windows at which the
methyl group nonbonded energy terms are multiplied by
a small � value, and yields a very large contribution to
the van der Waals free energy derivative (�150 kcal/mol
or 30% of the total derivative at � � 0.002; data not
shown). This large value is expected, since the total van
der Waals derivative varies as ��0.75 at this end point
(end point catastrophy47,48). The total average van der
Waals derivative is �500 and 300 kcal/mol when X4 is
respectively in positions 1 and 2, and the X4 contribu-

TABLE I. Summary of Free Energy Runsa

Run Vwc Elecc Total

Protein
H3Mb 1 8.7 1.8 10.5

2 6.5 1.5 8.0
*d 3 5.7 1.7 7.4

Average 7.0 � 1.3 1.7 � 0.1 8.6 � 1.4
2�e 4.1 1.5 5.6

Solution 1 3.8 1.1 4.9
* 2 3.7 1.1 4.8

Average 3.75 � 0.05 1.1 4.85 � 0.05
Differencef Exp: 3.6 3.75 � 1.4

Protein
H3Nb 1 4.6 �3.1 1.5

* 2 3.2 �1.6 1.6
Average 3.9 � 0.7 �2.35 � 0.75 1.55 � 0.05

H3H�b 1 — 6.9 6.9
* 2 — 6.6 6.6

Average 6.75 � 0.15 6.75 � 0.15

H�3Nb 1 1.6 �5.1 �3.5
* 2 1.6 �7.2 �5.6

3 0.17 �6.2 �6.0
Average 1.1 � 0.7 �6.2 � 0.9 �5.0 � 1.1

Sumg 1.1 � 0.7 0.55 � 1.0 1.75 � 1.1g

Total Average (using boldface values) 1.65 � 1.1
Solution

1 2.0 �1.5 0.5
* 2 2.3 �1.5 0.8

Average 2.15 � 0.15 �1.5 0.65 � 0.15
Differencef Exp: 2.30 1.0 � 1.1

aAll quantities in kcal/mol.
bThe notation is explained in the Methods section (see “Thermodynamic Cycle and Mutation Protocol”).
cFree energy components.
dAn asterisk denotes a run performed in the opposite direction. However, all reported values correspond to the directions
indicated by the arrows.
eIn run 2�, X4 is in the position close to Glu88 throughout the transformation (see text).
fDouble free energy difference protein–solution.
gResult of the composite pathway, H3H�3N, calculated by adding the underlined values.
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tion to this derivative is �160 and 60 kcal/mol, respec-
tively.

In Figure 5, we plot the total van der Waals derivative
for the various runs. The diverging end points (Fig. 5,
bottom) are also shown in a log-log plot. This plot shows
that the power law (�Vw� � ��0.75), expected at the end
point for a disappearing or appearing Lennard–Jones
particle,47,48 is observed between � � 0 and �0.06. The
contribution to the total free energy in this range is
obtained by use of the power law; in the rest (0.06–1), a
trapezoeidal estimation of the free energy is used. At the
other end point (where the hydan proton is eliminated), we
do not observe an end point catastrophy. This happens
because the eliminated hydan group is shielded by the
(almost) fully grown methyl-group of methyl-hydan.

Group decomposition: To gain more insight into the
interactions that contribute to the computed free energies,
we list in the upper panel of Table II the most important
protein residue and water contributions to the van der
Waals and electrostatic free energy components of the
transformation H3M.

The two largest free energy components are due to
Asp283 and water X4. These residues interact sterically
with the methyl group that is created in the alchemical
mutation H 3 M. Other important contributions arise
from residues Asn284, Gly134, Gly135, and Leu136. These
residues are located in the vicinity of the introduced group,
but they are sufficiently far to avoid significant steric

repulsions. They have better van der Waals interactions
with the ligand at the methyl-hydan end state, and give
favorable contributions to the free energy. X5 is associated
with an electrostatic component that favors the M state. In
the H end, this water mediates an interaction between the
ligand atom O7 and Asp283. When X4 moves away from
Asp283 (in the course of the H 3 M transformation), X5
approaches Asp283 and improves at the same time its
interaction with O7.

It is interesting to compare the residue free energy
components with the corresponding energy terms [see Eq.
(3)]. The contribution of a particular residue to the van der
Waals energy change in the process H 3 M is approxi-
mately equal to the average van der Waals energy of
interaction between this residue and the created methyl
group. This energy is listed in column 	Eres

VW of Table II.
As mentioned before [see Eq. (3) and the following discus-
sion], each residue contributes also indirectly to the change
in the average energy of the unperturbed part of the
system.

The contributions to the van der Waals energy change
from residues Asp283 (0.21 kcal/mol) and X4 (�0.13
kcal/mol) are significantly smaller than the corresponding
van der Waals free energy components. This is because the
energetic terms are calculated at the final (M) state, when
the system has relaxed in the presence of the additional
methyl group and has optimized its interactions with it. In

TABLE II. Free Energy Components (in kcal/mol) in the Protein Mutations: Each Component Refers to the
Interaction of the Listed Residue With the Variable Part of the Liganda,b

H3M

Residue

Vw
c	Eres

VW

Elec

	Eres
elecRun 1 Run 2(2�) Run 3 Run 1 Run 2 Run 3

Asp283 8.0 7.97(6.01) 6.57 0.21 2.59 2.5 2.47 1.75
Asn284 �0.39 �0.75 �0.44 �0.94 0.30 0.07 0.10 0.15
Gly134 �0.15 �0.21 �0.20 �0.16 �0.10 �0.03 �0.12 �0.10
Gly135 �0.42 �0.61 �0.72 �0.71 �0.05 0.10 �0.04 0.09
Leu136 �0.52 �0.19 �0.47 �0.67 �0.26 �0.11 �0.23 �0.31
His377 �0.22 �0.04 0.20 0.09 �1.0 �0.36 �0.87 �0.29
X4 4.25 3.17(0.81) 2.77 �0.13 0.14 0.05 0.10 0.06
U4 0.59 1.07 0.65 0.41 �0.13 �0.12 �0.15 �0.06
X5 �0.17 �0.01 �0.17 �0.08 �0.70 �0.51 �0.53 �0.46

H3N

Residue

Vw
d	Eres

VW

Elec
d	Eres

elecRun 1 Run 2 Run 1 Run 2

Asp283 5.97 4.69 0.70 0.17 0.35 0.96
Asn284 �0.79 �0.79 �3.42 0.10 0.15 0.31
Gly135 �0.75 �0.61 �2.30 �0.01 0.05 0.28
Leu136 �0.58 �0.42 �1.01 �0.74 �0.68 �1.10
His377 0.17 0.01 �0.04 �0.87 �0.62 �0.86
X4 2.24 2.19 �0.15 0.82 0.40 0.22
U4 0.26 0.81 0.46 �0.74 �0.49 �1.31
X5 �0.05 0.02 0.28 �0.73 �0.77 �1.83
aThe total free energy components are listed in Table I.
bThe runs are explained in Table I. For the transformation H 3 M, selected components, corresponding to run 2� are listed,
when significantly different from the corresponding components of run 2.
cAverages evaluated at the methyl-hydan end state.
dAverages evaluated at the n-hydan end state.
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contrast, the free energy components are integrals of
energy terms over the entire transformation.

Other residues (e.g., Asn284, Gly135, and Leu136) have
more favorable van der Waals interactions with the addi-
tional methyl group, in better agreement with the corre-
sponding free energy components. Presumably this agree-
ment is due to the fact that relaxation is less important for
these residues.

It is worth noting that an assessment of the GP:methyl-
hydan recognition from the interactions between the methyl
group and the surrounding residues would lead one to
conclude that removal of the methyl group is not favored.
The interactions formed by a specific ligand or side-chain
group at a particular end state structure are often used to
describe the probable effects of a mutation in theoretical
studies of biomolecular complexes.16,31–33 Since the free
energy components incorporate information on the behav-
ior of the system throughout the transformation and the
total free energy is an integral over the transformation,
they are more instructive. This point is analyzed further in
the Concluding Discussion section. Alternatively, a linear-
response approximation to the free energy components
would involve averaging the corresponding energy compo-
nents over the two end states.31 In our case, evaluation of
the methyl group interactions at the GP:hydan end state
will give very large values.

H3N

The mutation H 3 N was studied by two different
protocols in the protein complex, in order to obtain indepen-
dent estimates of the free energy change. Since the free
energy is a state function and the protocols employ the
same end states, the results should be identical. Indeed, as
we show below, the obtained values are in close agree-
ment, respectively 1.55 kcal/mol and 1.65 kcal/mol in favor
of the H state.

The first protocol employed a “dual-topology” ligand for
the entire transformation; with this protocol, a part of the
ligand containing the changing groups was duplicated (see
“Thermodynamic Cycle and Mutation Protocol” in the
Methods section). The second protocol employed an inter-
mediate state (H� in Table I), with the topology of hydan
and zero charge on the atoms N1, HN1, C8, and O8. We
first discuss the dual-topology protocol.

With the dual-topology H 3 N protocol we performed
two runs in the protein and two in solution (one in the
forward and one in the backward direction). In the protein
complex, the N-state is more unstable than H by 1.55 �
0.05 kcal/mol. This value is significantly smaller than the
change (8.6 kcal/mol) in the H3M transformation, due to
two factors. First, the van der Waals free energy compo-
nent contributes to the free energy only 3.9 kcal/mol,
compared to 7.0 kcal/mol for the H 3 M transformation.
Furthermore, the electrostatic component disfavors the H
state by 2.35 kcal/mol, in contrast to the H3 M transfor-
mation, where the corresponding component favors the H
end point by 1.7 kcal/mol. The difference between the
values of the two protein transformations is partially
cancelled by a similar difference in the solution transforma-
tions (see below).

By use of the intermediate state H�, the mutation H3N
can be decomposed into two steps. Step H 3 H� is
performed by elimination (or creation) of the partial charges
on atoms N1, HN1, C8, and O8 of the hydan ligand (see
Fig. 1); step H� 3 N employs a dual-topology ligand
carrying an H� and an N moiety, and corresponds to
switching off(on) the nonbonded interactions on the H�(N)

Fig. 5. Plots of the van der Waals free energy derivative for the
transformation H3M as a function of the parameter �. The methyl group
appears at �3 0. Top: Total derivative. Middle: Same as the upper plot,
but in the region � � 0.06–1.0. Bottom: Log-log plot of the total van der
Waals derivative at the end �3 0. The power law is observed up to � �
0.06 (log� ��2.81). Run 2 corresponds to a single point at ��0.002, and
is included only in the top plot. For an explanation of the various runs, see
text and Table I.
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moiety. The total mutation H 3 N is a sum of these two
steps.

The uncharging mutation H3 H� was performed in the
forward and backward direction. The elimination of charges
on the hydan moiety destroys ligand interactions with
surrounding groups, yielding an unfavorable free energy of
6.75 � 0.15 kcal/mol. This is projected entirely on the
electrostatic component.

The H� 3 N mutation was also performed in both
directions (two runs in the forward and one in the reverse).
The van der Waals free energy component (1.1 kcal/mol) is
smaller than in the H 3 N transformation (3.9 kcal/mol).
This is due to the fact that the H� portion of the dual-
topology ligand forms weaker electrostatic interactions
with Asp283, and the steric interactions between the N
portion of the ligand and the residues Asp283 and X4 are
also reduced. A similar behavior of the van der Waals free
energy component was observed in the free energy transfor-
mations Cl� 3 Br�, and Cl0 3 Br0 in water.47 The
electrostatic contribution on the other hand is large (�6.2
kcal/mol) and favors the N state; this is expected since the
H� state has an uncharged group of atoms; these atoms
acquire charge and form hydrogen bonds with protein and
water residues at the N end state.

When the two steps H3 H� and H�3 N are added, the
resulting total free energy change disfavors the GP:n-
hydan complex by 1.75 � 1.1 kcal/mol. Averaging over the
results of the pathways with and without the H� intermedi-
ate, we obtain a total free energy change of 1.65 � 1.1
kcal/mol, disfavoring the N state.

In solution, the van der Waals and electrostatic free
energy components have similar signs as in the protein
complex, yielding a total free energy that is mildly destabi-
lizing for n-hydan (by 0.65 � 0.15 kcal/mol). Using the
protein and solution results, we predict that the hydan
complex is more stable by 1.0 � 1.1 kcal/mol, in fair
agreement with the estimate of 2.3 kcal/mol from the
experimentally measured Ki values.7

Group decomposition: A residue free energy decomposi-
tion of the H 3 N transformation is listed in the lower
panel of Table II, along with the average interaction
energy terms �	H�1, evaluated at the n-hydan end of the
transformation (state 1). We discuss first the van der
Waals components.

As for H 3 M, the largest positive van der Waals free
energy components correspond to Asp283 and X4. The
computed values are significantly smaller than in the H3
M case. This indicates that the NH2 group of the n-hydan
ligand has reduced steric interactions compared to the
methyl group of m-hydan, and can be easier accomodated
in the catalytic site.

The contributions of various residues to the total van der
Waals energy change are also listed in column 4 (lower
panel) of Table II; they are evaluated at the N state. As
before, most energetic components differ significantly from
the free energy components of the same residues. The
Asp283 and X4 values are much smaller than the corre-
sponding free energy values, reflecting the fact that at the
N state the system has relaxed and has optimized its

interactions with the additional NH2 group. Residues
Asn284, Gly135, and Leu136 contribute large, negative
values to the van der Waals energy, whereas the corre-
sponding free energy components are smaller. The energy
terms are increased (in absolute value) with respect to the
corresponding values at the M state (Table II, upper
panel), indicating that the substitution of a CH3 by an NH2

group improves the van der Waals interactions with these
residues.

The electrostatic free energy components are also in-
cluded in Table II, lower panel. The Asp283 electrostatic
free energy component is small; more distant residues
such as His377, Leu136, X5, and U4 have more negative
electrostatic interactions with the n-hydan ligand, yield-
ing a total negative electrostatic free energy component. In
most cases, these terms are more negative with respect to
the M state. Thus, improved electrostatic interactions
contribute to the higher relative affinity of GP for state N
compared to M.

Relative stability of X4 positions in the hydan and
methyl-hydan complex

As described above, X4 is observed in two different
positions in simulations. In the hydan complex and the H
side of the alchemical transformations, position 1 is pre-
ferred [Fig. 3(A)]; in the methyl- and n-hydan complexes,
and the M or N sides of the alchemical transformations, X4
stays almost exclusively at position 2 (Fig. 4).

In the crystallographic structures, water molecules are
also observed in either position, depending on the experi-
mental temperature and the complex. In a GP:hydan
complex crystal structure determined at room tempera-
ture,7 there is a single water at position 1. This position is
also preferred in the MD simulations of the hydan com-
plex. In a hydan-complex crystal structure determined at
100 K, both positions 1 and 2 are occupied [see Fig. 6(B) of
Gregoriou et al.,6 where the waters in the two positions are
as X4 and X7, respectively]. These two waters, along with
Asp283, Gly134, and Glu88, form a hydrogen bond net-
work that is very similar to the network observed in the
last 1-ns segment of our 2-ns hydan-complex MD simula-
tion. In the n- and methyl-hydan crystal structures, there
is also only one visible water at position 1 [X4 in Fig. 1(a, b,
and d) in Watson et al.7). On the other hand, in a complex
with a spirohydantoin derivative that contains an OH
group attached to N1 (compound 3 in Watson et al.7),
position “1” is empty and position “2” is occupied [X7 in Fig.
1(c) of Watson et al.7). The same is observed in the crystal
structure of the native, unliganded Gpb protein.

In the H3M transformations, we obtained estimates of
the free energy with X4 either moving from one position to
the other (8.6 � 1.4 kcal/mol), or staying at position 2
throughout the run (5.6 kcal/mol; run 2� in Table I). This
suggests that position 1 is more stable by �3.0 kcal/mol.
The uncertainty in this value is at least as large as 1.4
kcal/mol, since the estimate of 5.6 kcal/mol (transforma-
tion with X4 is position 2) was obtained from only one run
(2�).
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To obtain an independent estimate of the relative stabil-
ity of the two positions, we calculated the free energy
profiles for the translocation of X4 from position 1 to
position 2 in the hydan- and methyl-hydan complex. The
translocation of X4 was achieved by umbrella sampling
calculations along 30 windows, in which the distances
between the oxygen atom Ow of X4 and the atoms C�

(Asp283) and C� (Glu88) were varied in a concerted
manner (see the Methods section). The resulting profiles
are shown in Figure 6.

In the hydan complex, position 1 is calculated to be more
stable by �5.5 kcal/mol. This is somewhat larger than the
value (3.0 kcal/mol) estimated above. Conversely, in the
methyl-hydan complex, position 2 is more stable by 5.5
kcal/mol. Thus, in the hydan(methyl-hydan) complex, X4
is expected to spend most of the time in position 1(2).

To interpret the differences between the two profiles, we
calculated the average total interaction energy of X4 with
its surrounding residues Asp283, Glu88, U4, Gly134,
Gly135, Leu136, and the ligand, using the trajectories of
the free energy profile simulations. The energetic profile,
and its decomposition into van der Waals and electrostatic
contributions is plotted as a function of the distance
Ow(X4) � C� (Asp283) in Figure 7. In both complexes, the
total energy profile has a shape similar to the correspond-
ing free energy profile, with a barrier at intermediate
distances and low values at the distances of positions 1 and
2. The shape of the energetic profile is determined by the
electrostatic interaction energy. The interactions of X4
with Asp283 (position 1) and Glu88 (position 2) stabilize
the profile at the extreme positions, whereas the loss of
electrostatic interactions at intermediate distances cre-
ates the large energetic barrier. In the hydan complex, the
energetic profile has a lower minimum at position 1 [small
values of Ow(X4) � C� (Asp283)]. Inspection of the contri-
butions from individual residues shows that position 1 is
more stable energetically than position 2 due to better
interactions with residue Leu136 and water U4 (data not
shown). In the methyl-hydan complex, position 2 is more

stable energetically due to the electrostatic energy term.
The main contribution to this stabilization is due to
interactions with residues Glu88 and Gly134. Residues
Leu136 and U4 favor position 1, but to a smaller degree
than in the hydan complex.

The above analysis shows that the stabilization of
position 2 in the simulations of the methyl-hydan complex
is due to electrostatic interactions, particularly with Glu88.
Inspection of the structures from the restrained-distance
simulations (X4 restrained at position 2) shows that in the
methyl-hydan complex the average distance between the
X4 hydrogens and the two side-chain carboxylate oxygens
of Glu88 is smaller. At the same time, the distance
between atoms Asp283 C� and Glu88 C� is somewhat
larger (by �0.25 Å) in the methyl-hydan complex; this
could contribute to the improved interactions between X4
and Glu88 in the latter complex.

CONCLUDING DISCUSSION

In this work we have employed MD free energy simula-
tions to calculate the relative binding free energies of the
complexes between GP and three spirohydantoin ligands:
hydan, methyl-hydan, and n-hydan. Methyl-hydan had
been synthesized as a potentially better inhibitor than
hydan, based on the expectation that the addition of a
nonpolar group would increase the binding strength; n-
hydan had been chosen because it was thought that
improved binding would result from possible additional
hydrogen bonds between the NH2 group and the protein.
However, both methyl-hydan and n-hydan were found to
bind more weakly to GP than hydan itself; the calculated
differences are, respectively, 3.75 � 1.4 and 1.0 � 1.1
kcal/mol, as compared with the measured values of 3.65
and 2.30 kcal/mol.

The free energy decomposition analysis from the simula-
tions showed that the introduction of the methyl group in
the GP catalytic site is much more unfavorable (by 8.6 �
1.4 kcal/mol) than the same introduction in the unbound
(solvated) hydan. A specific protein residue (Asp283) and a
water molecule (X4) make the most significant contribu-
tion to the unfavorable H3 M free energy. Both residues
interact sterically with the methyl group at the initial
stages of its introduction in the simulation, yielding large
destabilizing van der Waals free energy components. As in
the methyl-hydan case, the introduction of the additional
NH2 group in the complex was associated with a larger
free energy penalty than the same introduction in the
solvated ligand. The free energy decomposition showed
that the van der Waals free energy component was also
positive (but smaller than in the H 3 M case) with the
main contributions again arising from Asp283 and X4. As
in the H3M case, this implies that the introduction of the
NH2 group in the protein interior is disfavored due to lack
of space, although to a smaller extent than in the case of
the methyl group. The electrostatic free energy component
of the transformation H3N was negative, indicating that
n-hydan does form improved electrostatic interactions
with the GP catalytic-site, as compared with hydan. How-

Fig. 6. Free energy profiles for the translocation of X4 from position 1
(near Asp283) to position 2 (near Glu88) in the GP:hydan and GP:methyl-
hydan complex (see text). The profiles have been shifted to 0.0 at the
point close to D283.
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ever, this stabilizing contribution is not sufficient to ren-
der n-hydan a better inhibitor than hydan.

A comparison of the interactions between a set of ligands
and their surrounding groups observed in X-ray structures
is often used in the interpretation of binding free energy
differences, and in suggesting chemical modifications of a
ligand to produce better binding. Often such an approach
can yield correct predictions (e.g., when the system re-
sponds linearly to a new interaction16,31–33). However,
consideration of the ligand–environment interactions alone
may not be sufficient for an accurate estimation of relative
binding strength, or even of the order of the binding
strengths. Also, it is important to note that the change in
solubility (i.e., the alchemical transformation of the ligand
in solution, which is often neglected in structural analyses)
can play an important role in the observed binding.23 This
complexity is present in the studies described here, as
indicated by the results of the H 3 M and H 3 N free
energy analyses. In the transformation H3M, the methyl
group of M forms favorable van der Waals interactions
with Asn284, Gly135, and Leu136 (see column 5 in Table
II, upper panel); these interactions are to a large extent
canceled by the unfavorable electrostatic interaction with
Asp283 (column 9). Based on the energy of the interactions
alone, it could be concluded that ligands H and M are
almost equally stable in the binding site, in contrast to the
free energy prediction of a much more favorable H state. In
the transformation H3N, favorable interactions between
the N-state NH2 group and the surrounding protein resi-
dues (particularly, van der Waals interactions with Asn284
and Gly135; see Table II lower panel, columns 4 and 7)
would support the conclusion that the N state is more
stable than H, also in contrast to the free energy result.

For the series of ligands studied here, the insertion of a
group at position N1 is not favored, primarily due to lack of
space in the protein. Even though biomolecular systems have
the ability to accomodate mutations by structural reorganiza-

tions, rendering generalizations uncertain,22 it is likely to
prove difficult to obtain improved inhibitors by chemical
modifications at N1. Other substitutions on the hydantoin
ring are being exploited with promising results.4
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